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About the Tutorial

KNIME provides a graphical interface for development. The introduction of KNIME has
brought the development of Machine Learning models in the purview of a common man.

This tutorial will teach you how to master the data analytics using several well-tested ML
algorithms.

Audience

This tutorial has been prepared for the beginners to help them understand the basic to
advanced concepts related to KNIME.

Prerequisites

Before you start practicing various types of examples given in this reference, we assume
that you are already aware about the concepts of machine learning.

If you are new to machine learning, please pick up its related tutorial and get comfortable
with its concepts before you actually start digging into KNIME.

Copyright & Disclaimer

@Copyright 2019 by Tutorials Point (I) Pvt. Ltd.

All the content and graphics published in this e-book are the property of Tutorials Point (I)
Pvt. Ltd. The user of this e-book is prohibited to reuse, retain, copy, distribute or republish
any contents or a part of contents of this e-book in any manner without written consent
of the publisher.

We strive to update the contents of our website and tutorials as timely and as precisely as
possible, however, the contents may contain inaccuracies or errors. Tutorials Point (I) Pvt.
Ltd. provides no guarantee regarding the accuracy, timeliness or completeness of our
website or its contents including this tutorial. If you discover any errors on our website or
in this tutorial, please notify us at contact@tutorialspoint.com
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1. KNIME - Introduction

Developing Machine Learning models is always considered very challenging due to its
cryptic nature. Generally, to develop machine learning applications, you must be a good
developer with an expertise in command-driven development. The introduction of KNIME
has brought the development of Machine Learning models in the purview of a common
man.

KNIME provides a graphical interface (a user friendly GUI) for the entire development. In
KNIME, you simply have to define the workflow between the various predefined nodes
provided in its repository. KNIME provides several predefined components called nodes for
various tasks such as reading data, applying various ML algorithms, and visualizing data
in various formats. Thus, for working with KNIME, no programming knowledge is required.
Isn’t this exciting?

The upcoming chapters of this tutorial will teach you how to master the data analytics
using several well-tested ML algorithms.

@ tutorialspoint
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2. KNIME - Installation

KNIME Analytics Platform is available for Windows, Linux and MacOS. In this chapter, let
us look into the steps for installing the platform on the Mac. If you use Windows or Linux,
just follow the installation instructions given on the KNIME download page. The binary
installation for all three platforms is available at Knime's page.

Mac Installation

Download the binary installation from the KNIME official site. Double click on the
downloaded dmg file to start the installation. When the installation completes, just drag
the KNIME icon to the Applications folder as seen here:

o0 ® = KMIME 4.0.0

# 2 items —

Open for Innovation

KNIME

4 )

@

\ KMIME 4.0.0 Applications /

Drag the KNIME icon onto Applications in order to install e onyour sy Sten.

Copying “KNIME 4.0.0" to “Applications"

- [

20.5 MB of 873.1 MEB - About 9 minutes

' tutorialspoint
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https://www.knime.com/next-steps?download=https://download.knime.org/analytics-platform/macosx/knime-latest-app.macosx.cocoa.x86_64.dmg

Double-click the KNIME icon to start the KNIME Analytics Platform. Initially, you will be
asked to setup a workspace folder for saving your work. Your screen will look like the

following:

You may set the selected folder as default and the next time you launch KNIME, it will not
[ @ KNIME Analytics Platform Launcher

Select a directory as workspace
KMIME Analytics Platform uses the workspace directory to store its preferences and development artifacts.

Werkspace: Iﬂ_lssrsfdrsara ng/knime-workspace Browse...
=

[T Use this as the default and do not ask again

show up this dialog again.

After a while, the KNIME platform will start on your desktop. This is the workbench where
you would carry your analytics work. Let us now look at the various portions of the

workbench.

' tutorialspoint 3
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4. KNIME — Workbench

When KNIME starts, you will see the following screen:

|
% Explorer Workspace Description
|
N NoN ) KNIME Analytics Platform - /Users/finchan/knime-workspace
Hm
ﬁ KNIME Explorer 3 = 8 [} Welcome to KNIME Analytics Platform 33 = 08 ﬁ Description = 08
BB £ %
B Open for Innovation B
KNIME
P Luz My-KNIME-Hub (hub.knime.com)
¥ 4% EXAMPLES (knime @hub.knime.com)
¥ 4 LOCAL (Local Workspace)
e Welcome Y v
Looks like you're using KNIME for the first time...
49 Werktiow Coach 58 B=0
i Mode r i only available with usat e e -":‘-
[ [ —l e
| - » S e Pt
[ el e ) - ==
[ ) N whilil
£ Node Repository = 8 These m
] o . will get y
Looking for more running i
>|£|°'0 o Get started with examples? Visit the as possi
> g% Manipulaticn this example KNIME Hub
»> Q Views
L3 @Ana\ytics
L] Open workflow KNIME Hub Signup
L3 "g Other Data Types
b <> Structured Data
b & Seripting
[ 3 d;l'Tuols & Services - =
» . Workilow Cantrol o= Outline 53 = 0O || & console 32 BB #2-9-= 8
> AAf\'\l‘urkflow Abstraction An putline is not available. KNIME Console
[ 3 é Reporting
b Welcome to KNIME Analytics Platform v4.0.0.v201906268931 e
A A e Copyright by KNIME AG, Zurich, Switzerland .
Log file is located at: /Users/drsarang/knime-workspace/.metadata/knime/knime.log
i
|
i
| . .
| Repository Outline Console
|

As has been marked in the screenshot, the workbench consists of several views. The views
which are of immediate use to us are marked in the screenshot and listed below:

e Workspace

e Outline

e Nodes Repository
e KNIME Explorer

¢ Console

o Description

As we move ahead in this chapter, let us learn these views each in detail.

' tutorialspoint
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Workspace View

Knime

The most important view for us is the Workspace view. This is where you would create
your machine learning model. The workspace view is highlighted in the screenshot below:

[ ) [ ] KNIME Analytics Platform - /Users/sinchan/knime-workspace
- = B g E
£ KNIME Explorer 53 = B |/ 0:Building a Simple Classifier 5% = O | 4y Description 32 = g
& E
EEBISS Be Building a Sim...  /
Data Reading Graphical Properties Data Partitioning Train a Model g
¥ s My-KNIME-Hub (hub.knime.com)
ot My
» &% EXAMPLES (knime@hub knime.com) e o T e oo By o BB e e er sat e w6t | mocem s othay e w||  Title  Simple Model Training for Clas
¥ & LOCAL (Local Workspace) «demographic info and the income {B0%) Bnd test st (20%). output 8 PMML madel (blus,
pace)
= group. The file is locatad in TheDatal
[")Example Workflows Bsical Deseription
¥ ["Basic Examples Task. From adult ensus data)
" Building a Simple Classitier demographic attribu
A Data Blending
A\ simple Reporting Example Decision |
Tree Learne ags
;D?‘Csual l:malﬁ-s\s of Sales Data File Reader Color Manager Partitioning training set
it
ustemerintalligence —1 = > R model training  classification 1
[~ Retail [ » » > =
» [~ social Media - test sat °
» [ TheData il = Traintopredi| -
Reading adult.csv Red for income "<=50K" Random drawing class “incom|  Links
Blue for income ">50K" 80% upper port
20% lower port
£ Workflow Coach 53 B =8
Node recommendations only available with usage data n .
Creation Date  2016-7-25
Descriptive Statistics Try this:
Calculats the statistical properiies of KNIME's Interaciive Visuslizations: .
i = ‘the data set attributes. 1) Execute the workflow Author  KNIME
£ Node Repository ] 2) Open the Scarer node view
3) Hilite a call in the confusion matrix
< - 1) Open the Interactive Table view
5) Salact "Hilte">"Fitar’->
» 0 e “Show Hilited Only"
< This shows only the misclassified
> Evanipuation i mE
> Q Views
» ¥ Analytics
=% Stats and exploratory
b, Other Data Types histograms in View
P <> Structured Data
I (=) Seripting R = = = =
» &iHTools & Services = Outline 33 B B console 32 =% BA ™ (mikd 8
. Workflow Control KNIME Console
» 5 Workflaw Abstraction T T P P e S TR o
» 2 Reporting b Welcome to KNIME Analytics Platform v4.2.0.v201306260931 e
= un Copyright by KNIME AG, Zurich, Switzerland ad
- R KK R B S R o
Log file is located at: /Users/drsarang/knime-workspace/.metadata/knime/knime.log
WARN Color Manager : Column "income” has no nominal values set: execute predece
. = WARN Color Manager 0:2 Column "income" has no nominal values set: execute predece

The screenshot shows an opened workspace. You will soon learn how to open an existing

workspace.

Each workspace contains one or more nodes. You will learn the significance of these nodes
later in the tutorial. The nodes are connected using arrows. Generally, the program flow
is defined from left to right, though this is not required. You may freely move each node

anywhere in the workspace. The connecting

lines between the two would move

appropriately to maintain the connection between the nodes. You may add/remove
connections between nodes at any time. For each node a small description may be

optionally added.

tutorialspoint
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Outline View

Knime

The workspace view may not be able to show you the entire workflow at a time. That is

the reason, the outline view is provided.

0= Outline 3 —
B P |-
vt 2 - 'l-.i [ = 8

The outline view shows a miniature view of the entire workspace. There is a zoom window
inside this view that you can slide to see the different portions of the workflow in the

Workspace view.

Node Repository

This is the next important view in the workbench. The Node repository lists the various
nodes available for your analytics. The entire repository is nicely categorized based on the

node functions. You will find categories such as:

e IO
e Views

e Analytics

4" Node Repository = 8
K v

| »dai0 |
> & nipulati

» Q views

» £ % Analytics

» = DB

= ng Other Data Types
» (> Structured Data
» (=) Scripting

» 3, Tools & Services
> v, Workflow Control
> A Workflow Abstraction
» =1 Reporting

@ Stutorialspoint
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Knime

Under each category you would find several options. Just expand each category view to
see what you have there. Under the IO category, you will find nodes to read your data in
various file formats, such as ARFF, CSV, PMML, XLS, etc.

A" Node Repository Q = = B8

v 0
¥[ 3 Read
"3 Excel Reader (XL5)
D-v File Reader
ARFE ARFF Reader
B, csv Reader
£, Line Reader
ﬁ_, Table Reader
Pl PMML Reader
~, Model Reader
|+ Fixed Width File Reader
3 List Files
I"= Read Excel Sheet Names (XLS)
[ Read Images

= Explorer Browser

Depending on your input source data format, you will select the appropriate node for
reading your dataset.

By this time, probably you have understood the purpose of a node. A node defines a certain
kind of functionality that you can visually include in your workflow.

The Analytics node defines the various machine learning algorithms, such as Bayes,
Clustering, Decision Tree, Ensemble Learning, and so on.

4" Node Repository i == 0

¥ [ ¥ Analytics

¥ £ Mining
b [ Bayes
» [ Clustering
> D Rule Induction
> D Meural Metwork
> D Decision Tree
» |:| Decision Tree Ensemble
> D Misc Classifiars
» [ Ensemble Learning
> [:| [tem Sets { Association Rules
» :| Linear/Polynomial Regression
L g D Legistic Regression
» " MDS
»"PCa
» M PMML
r " 5vM
b [ Feature Selection
» ] Scoring

> > Statistics

P ++ Distance Calculation

@ Stutorialspoint ,
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Knime

The implementation of these various ML algorithms is provided in these nodes. To apply
any algorithm in your analytics, simply pick up the desired node from the repository and
add it to your workspace. Connect the output of the Data reader node to the input of this
ML node and your workflow is created.

We suggest you to explore the various nodes available in the repository.

KNIME Explorer

The next important view in the workbench is the Explorer view as shown in the screenshot
below:

4% KNIME Explorer §3 =
I EE & & [~ ]
P e My-KNIME-Hub (hub.knime.com)

P _.j“.,{: EXAMPLES (knime@hub.knime.com)
b 4% LOCAL (Local Workspace)

M 0

The first two categories list the workspaces defined on the KNIME server. The third option
LOCAL is used for storing all the workspaces that you create on your local machine. Try
expanding these tabs to see the various predefined workspaces. Especially, expand
EXAMPLES tab.

4% KNIME Explorer 53 =
I EE & & [~ ]
P Lop My-KNIME-Hub (hub.knime.com)
¥ _.j".,{: EXAMPLES (knime@hub.knime.com)

| g 00_Components

01_Data_Access
02_ETL_Data_Manipulation

M O

| 4

| 4

» 03_Visualization

g 04 _Analytics

[ 05_Reporting

L 06_Control_Structures

[ 07 _Scripting

| g 08_0Other_Analytics_Types

| g 09_Enterprise

[ 2 10_Big_Data

» 20_Strange_but_Educational
4 40_Partners

| g 50_Applications

| 4 99_Community

b 4% LOCAL (Local Warkspace)

KNIME provides several examples to get you started with the platform. In the next
chapter, you will be using one of these examples to get yourself acquainted with the
platform.

tutorialspoint
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Knime

Console View

As the name indicates, the Console view provides a view of the various console messages
while executing your workflow.

&l conscle &3

KMIME Consaole
oo o o o o o o o e o o o o o o o o o o o o o o o o o o o o o o o o
ok Welcome to KNIME Analytics Platform wd.0.8.v201906260931 skok

b Copyright by KWIME AG, Zurich, Switzerland bl
S o O 0 o o o oo o o o 0 o o o o o o

bH & i = B

;‘ul'

Log file is located at: JUsers/drsaranag/knime-workspace/ . metadata/knimesknime.log

The Console view is useful in diagnosing the workflow and examining the analytics results.

Description View

The last important view that is of immediate relevance to us is the Description view. This
view provides a description of a selected item in the workspace. A typical view is shown in
the screenshot below:

@Description 3 = B

File Reader

This node can be used to
read data from an ASCII
file or URL location. It can
be configured to read
various formats.

When you open the node's
configuration dialog and
provide a filename, it tries
to guess the reader's
settings by analyzing the
content of the file. Check
the results of these
settings in the preview
table. If the data shown is
not correct or an error is
reported, you can adjust
the settings manually (see

halmwa

@ Stutorialspoint
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Knime

The above view shows the description of a File Reader node. When you select the File
Reader node in your workspace, you will see its description in this view. Clicking on any
other node shows the description of the selected node. Thus, this view becomes very useful
in the initial stages of learning when you do not precisely know the purpose of the various
nodes in the workspace and/or the nodes repository.

Toolbar

Besides the above described views, the workbench has other views such as toolbar. The
toolbar contains various icons that facilitate a quick action. The icons are enabled/disabled
depending on the context. You can see the action that each icon performs by hovering
mouse on it. The following screen shows the action taken by Configure icon.

[ NON ) KNIME Analytics Platform - /Users/drsarang 1/knime-workspace
e & @ §2AROO PRESZ ¥
4~ KNIME Explorer 53 Configure selected node (F6) 52 A o:simpleRe.. A 10: Building... @ Welcome toK... ™ = 8

Enabling/Disabling Views

The various views that you have seen so far can be turned on/off easily. Clicking the Close
icon in the view will close the view. To reinstate the view, go to the View menu option and
select the desired view. The selected view will be added to the workbench.

KNIME File Edit m Node Help
® e E) Console X#QC
T e == | 4y Description
4 KNIME Explorer
4 KNIME Explorer 3 £ KNIME Hub Search
# H 4 Node Repository

o= Qutline X#EQO
b L My-KNIME-Hub (
v A EXAMPLES (knimg 40 Workflow Coach
» 700 i -
[100 Componeguure e %QQ

» 77101 _Data_Acces !
» [*02_ETL_Data_h Reset Perspective...

» [*]03_visualizatio 4 Quick Node Insertion... ~Space

o

» [ T]04_Analytics B
» [*7]05_Reporting [5. Open KNIME log

Now, as you have been acquainted with the workbench, I will show you how to run a
workflow and study the analytics performed by it.

@ Stutorialspoint "
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5. KNIME - Running Your First Workflow

KNIME has provided several good workflows for ease of learning. In this chapter, we shall
pick up one of the workflows provided in the installation to explain the various features
and the power of analytics platform. We will use a simple classifier based on a Decision
Tree for our study.

Loading Decision Tree Classifier

In the KNIME Explorer locate the following workflow:

LOCAL / Example Workflows / Basic Examples / Building a Simple Classifier

This is also shown in the screenshot below for your quick reference:

(==}

4% KNIME Explorer £3
BE &%

> Lo My-KNIME-Hub (hub.knime.com)
> & EXAMPLES (knime@hub.knime.com)
¥ A LOCAL (Local Workspace)
¥ [~ Example Workflows
¥ [*7|Basic Examples

A% Building a Simple Classifier I
Data Blending

A% Simple Reporting Example
A% Visual Analysis of Sales Data
b [ Customer Intelligence
» " Retail
» [ Social Media
» ) TheData

M O

Double click on the selected item to open the workflow. Observe the Workspace view. You
will see the workflow containing several nodes. The purpose of this workflow is to predict
the income group from the democratic attributes of the adult data set taken from UCI
Machine Learning Repository. The task of this ML model is to classify the people in a specific
region as having income greater or lesser than 50K.

@ tutorialspoint o
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Knime

The Workspace view along with its outline is shown in the screenshot below:

Data Reading Graphical Properties
Read the adult data set file. Thers is
aone row for each person, plus
demographic info and the income
group. The file is lecated in TheData/
Basics/

Assign colors by income group.

File Reader

[b»

Color Manager

Red for income "<=50K"
Blue for income "=50K"

Reading adult.csv

Descriptive Statistics

the data set attributes.

Statistics

g

Stats and exploratory
histograms in View

O o
o= Outline 32

- —_ m"
" e
. a2

Calculate the statistical properiies of

Data Partitioning Train a Model Apply the Model
Predictor nodes apply a
specific model to a data sst

tand append the model

Create two separate partitions This node builds a decision tree. Other Learner
from original data set: fraining set  nodes train other models. Most Learner nodes
{BO%) and test sat (20%). output 8 PMML model (blue squere cutput port).

Ipredictions.
Decision
Tree Learner Decision Tree
Partitioning iraining set Predictor
> R
—

Train to predict B
Random drawing class "income™ Apply decision
B80% upper port tree model
20% lower port to test set
Try this: " Interactive Table

KNIME's Interacive Visualizations:
1) Execute the workflow

2) Open the Scorer node view

3} Hilite a cell in the confusion matrix
4} Open the Interactive Table view
5) Salact "Hilita"-="Filtar"->

Display table of the entire data eate |

"Show Hilited Only" Interactive
This shows only the misdassified Table (local)
data rows.
’E
L

Show entire data as table

Notice the presence of several nodes picked up from the Nodes repository and connected
in a workflow by arrows. The connection indicates that the output of one node is fed to the
input of the next node. Before we learn the functionality of each of the nodes in the
workflow, let us first execute the entire workflow.

Executing Workflow

Before we look into the execution of the workflow, it is important to understand the status
report of each node. Examine any node in the workflow. At the bottom of each node you
would find a status indicator containing three circles. The Decision Tree Learner node is

shown in the screenshot below:

tutorialspoint
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Knime

Decision
Tree Learner

—r

@
Train to predict

class "income"/

The status indicator is red indicating that this node has not been executed so far. During
the execution, the center circle which is yellow in color would light up. On successful
execution, the last circle turns green. There are more indicators to give you the status
information in case of errors. You will learn them when an error occurs in the processing.

Note that currently the indicators on all nodes are red indicating that no node is executed
so far. To run all nodes, click on the following menu item:

Node -> Execute All

KNIME File Edit View JIEFTH Help

|
1
r

®C® [ Configure... F6
M8y o B i[100% & 4+ (O Execute &
lg_) Execute Al OF7

4 KNIME Explorer 53 B Execute and Open Views {F10

*
R

4

HEHEH ¢
P g My-KNIME-Hub (hub.knime.
b 43 EXAMPLES (knime@hub.knit [T
¥ 4 LOCAL (Local Workspace) =
¥ ["7Example Workflows
v " IBasic Examples

Edit Node Name and Description... \_F2
BR Open First Out-Port View {r6

After a while, you will find that each node status indicator has now turned green indicating
that there are no errors.

In the next chapter, we will explore the functionality of the various nodes in the workflow.

w Stutorialspoint -
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6. KNIME - Exploring Workflow

IF you check out the nodes in the workflow, you can see that it contains the following:

e File Reader,

e Color Manager

e Partitioning

o Decision Tree Learner
e Decision Tree Predictor
e Score

e Interactive Table

e Scatter Plot

e Statistics

These are easily seen in the Outline view as shown here:

= Outline 53

Each node provides a specific functionality in the workflow. We will now look into how to
configure these nodes to meet up the desired functionality. Please note that we will discuss
only those nodes that are relevant to us in the current context of exploring the workflow.

' tutorialspoint
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File Reader

Knime

The File Reader node is depicted in the screenshot below:

Data Reading
Read the adult data set file. Thers is
one row for each person, plus
demographic info and the income

group. The file is located in TheData/
Basics!

File Reader

(3 »

Reading adult.csv

There is some description at the top of the window that is provided by the creator of the
workflow. It tells that this node reads the adult data set. The name of the file is adult.csv
as seen from the description underneath the node symbol. The File Reader has two
outputs - one goes to Color Manager node and the other one goes to Statistics node.

If you right click the File Manager, a popup menu would show up as follows:

Data Reading Graphical Properties

Read the adult data set file. There is Assign colors by income group.
one row for each person, plus

demographic info and the income

group. The file is located in TheData/

Basics/

D'{ [} Configure...
O Execute

1

Reading at

= Edit Node Description...
=0 New Workflow Annotation

o
o
o

Create Metanode...
Create Component...

B-
57

Show Flow Variable Ports

IMPLYEAEYLEARHNINEG
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The Configure menu option allows for the node configuration. The Execute menu runs
the node. Note that if the node has already been run and if it is in a green state, this menu
is disabled. Also, note the presence of Edit Note Description menu option. This allows
you to write the description for your node.

Now, select the Configure menu option, it shows the screen containing the data from the
adult.csv file as seen in the screenshot here:

2 [ ] Dialog - 0:1 - File Reader (Reading adult.csv)
3 @itwo% v 8 oo A R m Flow Variables  Memory Policy
Enter ASCII data tile location: (press ‘Enter to update preview,
4 KNIME Explorer 5% e D B! P ) Welcome to KNIME Analytics. S 0jls
. o & knime://knime.workflow/../../TheData/Basics /adult.csv ¢ Browse... ._] 4
B scision
» i My-KNIME-Hub (hub.knime.com) Preserve user settings for new location ~ Rescan 1Learner De:‘:;’.‘;;’,
> %Sgér:tfs (‘:f\"l’mefhub.:nlm&com) Basic Settings ir‘:‘ n
W, ocal Workspace| E
¥ [~ Example Workflows read row IDs Column delimiter: , ¢ Advanced... [ - .
i °
v [*|Basic Examples = 1to predict ’Z
& read column headers & ignore spaces and tabs i . i
£ Building a Simple Classifier L Big P s "income’ P Apply docs
5 Data Blending Java-style comments Single line comment: to test se
A\ Simple Reporting Example
» "] Customer Intelligence
> ™Retail
» "Social Media Preview Interactive Table
» ™| TheData Click column header to change column properties (* = name/type user settings) Display table of the entire data
A KNIME_project
“ CRrolec RowID [1]age [S]workel... [1] falwgt |[S]educa... [1] educa... [S]marital-s... [¢
. Row0 39 State-gov 77516 Bachelors 13 Never-married A
. Rowl 50 Self-emp-... 83311 Bachelors 13 Married-civ-... E> Intoractive
B Row2 38 Private 215646 HS-grad 9 Divorced H | Table (local)
B Row3 53 Private 234721 11th 7 Married-civ-... H NG
. Row4 28 Private 338409 Bachelors 13 Married-ci Pr \‘7>E
. Row5 37 Private 284582 Masters 14 Married-civ-... E»
BRow 49 Private 160187  9th 5 Married-spo... O -
~ o B Row7 52 Self-emp-... 209642  HS-grad 9 Married-civ-... E; Show entire data as table
43 worktiow Coach 53 E 5 . Row8 31 Private 45781 Masters 14 Never-married Pt
ST = BRrowo 42 Private 159449  Bachelors 13 Married-civ-... Ex =x BA e Me= B8
- i BRrRowio 37 Private 280464  Some-coll... 10 Married—civ-... E>
-Q | . Rowll 30 State-gov = 141297 Bachelors 13 Married-civ-... Pt
» 10 BRowi2 23 Private 122272 Bachelors 13 Never-married A« \nalytics Platform v4.0.0.v201906260!
>.°Manipula(inn BRrow1z 32 Private 205019 Assoc-acdm 12 Never-married Sz 1 KNIME AG, Zurich, Switzerland
> Q views . Rowl4 40 Private 121772 Assoc-voc 11 Married-civ-... Ci
» @ Analytics WRowls 34 Private 245487 7th-8th 4 Married-civ-... Ti s/drsarang 1/knime-workspace/.metada
> g b8 BRowis 25 Self-emp-... 176756 HS-grad 9 Never-married Fz H Column "income" has no nomii
» &, Other Data Types Brow17 32 Private 186824  HS-grad 9 Never-married M
» ¢y Strisctired Dits BRowis 38 Private 28887 11th 7 Married-civ-... S¢
» 9 Scripting WRowio 43 Self-emp-... 292175 Masters 14 Divorced E
» & Tools & Services BRow20 40 Private 193524  Doctorate 16 Married-civ-... Pr
BRow21 54 Private 302146  HS-grad 9 Separated [}

» ¥ Workflow Control
» ‘A Workflow Abstraction
= 3
» £ Reporting
oK Apply Cancel ©

When you execute this node, the data will be loaded in the memory. The entire data loading
program code is hidden from the user. You can now appreciate the usefulness of such
nodes - no coding required.

Our next node is the Color Manager.

j' tutorialspoint
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Color Manager

Knime

Select the Color Manager node and go into its configuration by right clicking on it. A

colors settings dialog would appear. Select the income column from the dropdown list.

Your screen would look like the following:

mid @iloo% v 8 oo £ R EERQEZ *
{ JoK ] Dialog - 0:2 - Color Manager (Red for income "<=50K")
A KNIME Explorer 5
FEE &5 Color Settings Flow Variables =~ Memory Policy
¥ B Select one Column
» L My-KNIME-Hub (hub.knime.cor [S]income
» 44 EXAMPLES (knime@hub.knime
¥ A LOCAL (Local Workspace) © Nominal Range
¥ " |Example Workflows M <=50K

A% Building a Simple Clas
U\ Data Blending
A\ simple Reporting Exar
[ customer Intelligence
IRetail
[*s0cial Media
[ TheData
A% KNIME_project

>
>
>
>

Preview

Palettes Swatches HSV HSL RGB CMYK Alpha
©Setl
£ worktlow Coach 5% |
£+ Node Repository Set 2
K] |
rityio
» & Manipulation Set 3 (colorblind safe)
» Q views
> @ Anaiytics HE EEN
» S 0B
» &, Other Data Types Custom
» <> Structured Data
» & Scripting
» 3, Tools & Services
» ¥, Workflow Control
v
» “A" Workflow Abstraction oK Apply
» = Reporting - a

Cancel

fo KNIME Analytics... = 0

‘Apply the Mod

e. Other Learner [Predicior nodes &
tLeamer nodes pecific model o
|uare output port) land append the n

ipredictions.

Decision Tr
Predictor

&

Apply decisi
tree mode
to test se

Interactive Table

Display table of the entire data

DataColumnSpec already c
DataColumnSpec already c
DataColumnSpec already ¢
DataColumnSpec already c
DataColumnSpec already
DataColumnSpec already c
DataColumnSpec already ci
DataColumnSpec already o
DataColumnSpec already e
DataColumnSpec already
Table contains missing or ui
Initializing view failed: ni
Retrieving image From view

=

Notice the presence of two constraints. If the income is less than 50K, the datapoint will
acquire green color and if it is more it gets red color. You will see the data point mappings

when we look at the scatter plot later in this chapter.

Partitioning

In machine learning, we usually split the entire available data in two parts. The larger part
is used in training the model, while the smaller portion is used for testing. There are

different strategies used for partitioning the data.

tutorialspoint

EIMPLYEAEYLEARHNINEG

%)

17



To define the desired partitioning, right click on the Partitioning node and

Configure option. You would see the following screen:

B @i v 3 e AR
4 KNIME Explorer 53

» Loz My-KNIME-Hub (hub.knime.com)
» £ EXAMPLES (knime@hub.knime.com)
¥ 4 LOCAL (Local Workspace)
¥ ™ Example Workflows
v [ Basic Examples

= B8 A *0:Building a Simple Class

EeERQEZ *
8 A 2: Findi

Data Reading Graphical Properties
Read the adult data set file. There is
one row for each person, plus
demographic info and the income
group. The file is located in TheData/
Basics/

Assign colors by income group.

A

Data Partitioning

Create two separate partitions
from original data set: training set  nodes train other models. Most Leamer nodes
(80%) and test set (20%)

@ @ Dialog - 0:5 - Partitioning (Random drawing)

12: Topic Detection Based

Knime

= {m]

Train a Model Apply the Mod

This node builds a decision tree. Other Leamer IPredictor nodes 2
Ispecific model to

output a PMML model (biue square output port). land append the n

/% Building a Simple Classifier S LGl Flow Variables  Memory Policy Decision
A Data Blending = - E Tree Leamer Dacision r
A simple Reporting Example File Choose size of first partition raining set Predictor
_A
» [~ Customer Intelligence > E
» Retail test set s ="
= Social Media | Absolute 100 \ Train to predict n
» ) TheData Readi O Relati = \\\ class "income” ,/ Aa(wly dnudsl
/ ree mode
A KNIME_project Relative[¥] 80/1° \\\\// to test se
- Take from top \

Linear sampling

Interactive Table

I° Draw randomly | bv'wwa‘llamﬂs \ Display table of the entire data
Stratified sampling [8]income Bt aion metix
"Nﬂ Tl)b‘ﬁ view \
43 Workfiow Coach 52 B-=0o | Use random seed 1,562,490,500,832 e —
£ Node Repository = [  GF Outine H = ¥ ] G-= 08
R L r

» 00 =

» & Manipulation

ton Tree Predictor 0:4
fon Tree Predictor 0:4
fon Tree Predictor 0:4

DataColumnSpec already ct
DataColumnSpec already ct
DataColumnSpec already ct

select the

> @ Views —d oK Apply cancel {on Tree Predictor 0:4 DataColumnSpec already ct
» @ Analytics i lon Tree Predictor 0:4 DataColumnSpec already ct
» =08 I - ‘ l JWARNBecision Tree Predictor 0:4 DataColumnSpec already ct
o i i — —_ = . — WARN Decision Tree Predictor 0:4 DataColumnSpec already ct
aOther. Dals Types 3 R 3 2 E WARN Decision Tree Predictor 0:4 DataColumnSpec already ci
¥ <5 Structured Data == WARN Decision Tree Predictor 0:4 DataColumnSpec already ct
» = Scripting WARN Decision Tree Predictor 0:4 DataColumnSpec already i
» 3 Tools & Services — [ WARN Scatter Plot 0:11 Table contains missing or ul
» v Workflow Control = s ERROR Scatter Plot 0:11 Initializing view failed: mi
» % Workflow Abstraction - e - ERROR Scatter Plot 0:11 Retrieving image from view

» ) Reporting

In the case, the system modeller has used the Relative (%) mode and the data is split
in 80:20 ratio. While doing the split, the data points are picked up randomly. This ensures
that your test data may not be biased. In case of Linear sampling, the remaining 20% data
used for testing may not correctly represent the training data as it may be totally biased
during its collection.

If you are sure that during data collection, the randomness is guaranteed, then you may
select the linear sampling. Once your data is ready for training the model, feed it to the
next node, which is the Decision Tree Learner.

tutorialspoint
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Decision Tree Leamer

The Decision Tree Learner node as the name suggests uses the training data and builds
a model. Check out the configuration setting of this node, which is depicted in the
screenshot below:

(m Ei100% v § oo & R @® @ Dialog - 0:10 - Decision Tree Learner (Train to predict)
44 KNIME Explorer 53 = B - Buildin# Options PMMLSettings. Flow Variables > Based ... @ Welcome to KNIME Analytics.. =8 =
HER $E
g - B General %
] Class column | [8]income |
¥ Lz My-KNIME-Hub {hub.knime.com)
> ! ) — o |
'%E:ZT:(LES (ﬁ':‘me?h“h ':n‘me €om) Graphical Quality measure | Gini index "Apply the Model Score the Model
ocal Workspace
- P 5 | Assign color eamer Prediclor nodes apply a Compute a confusion matrix
¥ |Example Workflows 1odes ispecific madel Io a data set | between real and predicled
v i Pruni h No pruning | itport).  Jand appand the madel class values and calculate the)
~ Basic Examplos v runing method p 9 predictions. related accuracy measures.
% Building a Simple Classifier
45 Data Blending Reduced Error Pruning
A% Simple Reporting Example
» [*]Customer Intelligence . .
. :_‘_‘Reta” ° Min number records per node 10 2
N 5 Decision Tree
> [ Social Media Colt i = Predictor Scorer
» ™| TheData Number records to store for view 10,000 2 .
A KNIME_project —— n —> [
_ R L—1 »>
Average split point / - i .
Red far n Apply decision Canfusion matrix
Blua fof Number threads 4 tres model | accuracy
totest sat maasures
Skip nominal columns without domain information
—
T
‘Descripl Root split eractive Table Z Visualize
4 Workflow Coach 52 B =] sl | Force root split column | el
=7 £= Outline 38 =% BE 8

A Node Repository

Root split column  [8] native-country &

<
| Tree Predictor 0:4 DataColumnSpec already e
>0 Binary nominal splits Tree Predictor 0:4 DataColumnSpec already o
» o&Manipulation ) . . Tree Predictor 0:4 DataColumnSpec already
> Q Views Binary nominal splits Tree Predictor 0:4 DataColumnSpec already co
» @ Analytics | Tree Predictor 0:4 DataColumnSpec already c
=08 | Max #nominal 10 Tree Predictor @:4 DataColumnSpec already c
>5'0m Data Ty | Tree Predictor 0:4 DataColumnSpec already c
wlther Jia Types | Tree Predictor 0:4 DataColumnSpec already c
» <> Structured Data ==\ Filter invalid attribute values in child nodes Tree Predictor 0:4 DataColumnSpec already c
» (= Scripting L Tree Predictor 0:4 DataColumnSpec already c
>3, Tools & Services ] Plot 0:11 Table contains missing or w
» ¥ Workflow Control Plot 9:11 Initializing view failed: m
> “4" Workflow Abstraction Plot 0:11 Retrieving image from view

» B Reparting oK Apply Cancel ©)

As you see the Class is income. Thus the tree would be built based on the income column
and that is what we are trying to achieve in this model. We want a separation of people
having income greater or lesser than 50K.

After this node runs successfully, your model would be ready for testing.

j' tutorialspoint
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Decision Tree Predictor

Knime

The Decision Tree Predictor node applies the developed model to the test data set and

appends the model predictions.

Apply the Model

WPredictor nodes apply a
specific model to a data sst
and append the model
Bpredictions.

Decision Tree
Predictor

-

Apply decision
tree model
to test set

The output of the predictor is fed to two different nodes - Scorer and Scatter Plot. Next,
we will examine the output of prediction.

Scorer

This node generates the confusion matrix. To view it, right click on the node. You will

see the following popup menu:

Apply the Model
1 tree. Other Learner Predictor nodes apply a
Most Learner nodes pecific model to a data set
e square output port). nd append the model
predictions.
er E) Configure...
.—
u
Jict —
1e" Reset

/ = Edit Node Description...

=1 New Workflow Annotation

0
O
)

m]
H: Create Metanode...
Create Component...
nsole

Q View: Confusion Matrix

: Cons
Dec1. gq
Deci
Deci
Deci
Deci
Deci 0{ Cut

Deci [ Copy
Deci % paste

Show Flow Variable Ports

Score the Model

Compute a confusion matrix
between real and predicted
class values and calculate the
related accuracy measures.

F6

F8 n matrix
__ acy
XF2 yres

Bme s

rmv‘:ﬁ

ec already ct
ec already c
ec already ct
ec already c
ec already c
ec already c
ec already c¢
ec already c¢

w tutorialspoint
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Click the View: Confusion Matrix menu option and the matrix will pop up in a separate

window as shown in the screenshot here:

@ @ Confusion Matrix - 0:6 - Scorer (Confusion matrix)

File Hilite
income \ P... <=50K >50K
<=50K 4525 415
>50K 646 927
Correct classified: 5,452 Wrong classified: 1,061
Accuracy: 83.71 % Error: 16.29 %

Cohen's kappa (k) 0.532

It indicates that the accuracy of our developed model is 83.71%. If you are not satisfied
with this, you may play around with other parameters in model building, especially, you

may like to revisit and cleanse your data.

@ Stutorialspoint
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Scatter Plot

To see the scatter plot of the data distribution, right click on the Scatter Plot node and
select the menu option Interactive View: Scatter Plot. You will see the following plot:

00 @ Scatter Plot
1001 * e s e es » . sss . .
. .
951
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L ]
[ ] L ]
85| 11 * . s e » ] . .
a0/ o8 s00se o8 seese see o . .
. .
751 .0 ae * & 2 *se 90 e . . . L]
° o* ¢ ee o 0 o @ 2 . .
701 - L ] aesdeoeee (N F RN N IR N NN (E R R NN NN - .
[ ] L] .
. H
651 L ] *e L] *e aeadene ae L ] aaee - L ] -
H 1121 H
60| e T T YTt Pt ot oat T Aot sseras  ee, .
3 {s
ggy . -Io o‘o--io‘!‘,-llittsooio. 'o'll"ooooolo e o0
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101 ---‘l = se . . s ® . . . L] e sse - se @
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. . . . «® s % : o
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Reset Apply = Close a

The plot gives the distribution of different income group people based on the threshold of
50K in two different colored dots - red and blue. These were the colors set in our Color
Manager node. The distribution is relative to the age as plotted on the x-axis. You may
select a different feature for x-axis by changing the configuration of the node.

@ Stutorialspoint
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The configuration dialog is shown here where we have selected the marital-status as a

feature for x-axis.

mls @il100% -/ 00O

4 KNIME Explorer 53

m Axis Configuration  General Plot Options

Dialog - 0:11 - Scatter Plot (Age vs. number-hours)

View Controls  Flow Variables ~ Memory Policy

» Lo My-KNIME-Hub (hub.kn
» £ EXAMPLES (knime@huk
¥ LOCAL (Local Workspac
¥ " Example Workflows
v " Basic Examples
A% Building a Simj
/A Data Blending
A simple Reporti
» ICustomer Intellige
» ™ Retail
» ™ISocial Media
» [ TheData
A5 KNIME _project

£ Workflow Coach 83

£ Node Repository

|
>0
» & Manipulation
» Q views
» @ Analytics
»So8
» &, Other Data Types
» <> Structured Data
» @ Scripting
¥ 3y Tools & Services

Create image at outport
Maximum number of rows: 12,500
Selection column name: Selected (Scatter Plot)

Choose column for x axis
[S| marital-status

Choose column for y axis
[1] hours-per-week a

Report on missing values

» . Workflow Control

» A Workflow Abstraction
=

» 3 Reporting

0K Apply Cancel (}

This completes our discussion on the predefined model provided by KNIME. We suggest
you to take up the other two nodes (Statistics and Interactive Table) in the model for your

self-study.

Let us now move on to the most important part of the tutorial — creating your own model.

A RHNINIDEG
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Scorer

»
_>[§’
o

Confusion matrix
accuracy
measures

Visualize

interactive scatter piot.

[Scatter Plot

L]
Age vs. number-hours
color-coded by income

taColumnSpec already c
taColumnSpec already c
taColumSpec already
taColumSpec already
taColumnSpec already c
taColumnSpec already ci
taColumnSpec already ci
contains missing or u
alizing view failed: mi
sving image from view
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alizing view failed: m
2ving image from view
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7. KNIME - Building Your Own Model

In this chapter, you will build your own machine learning model to categorize the plants
based on a few observed features. We will use the well-known iris dataset from UCI
Machine Learning Repository for this purpose. The dataset contains three different
classes of plants. We will train our model to classify an unknown plant into one of these
three classes.

We will start with creating a new workflow in KNIME for creating our machine learning
models.

Creating Workflow

To create a new workflow, select the following menu option in the KNIME workbench.

File — New

You will see the following screen:

KNIME Analytics Platform - /Users/drsarang 1/knime-workspace
9 B @iwoex v 8 oo AR = QES& *

4% KNIME Explorer 3% =0 AcBid@ O ® New J& *2: 01 Performi... £3| A *3: TutorialsPo... =

BB

Wi

8 ¢33 - N Perfiy Select a wizard —
B TUsEl  This wizard creates a new KNIME workflow project. |

k-Mear|

erforming_a_k-Means_Clustering"”.
Server.

et

P L My-KNIME-Hub (hub.knime.com)

¥ £ EXAMPLES (knime@hub knime.com)
»["7]00_Components l i ]
»["701_Data_Access
» ]02_ETL_Data_Manipulation £ New KNIME Workflow Color Manager ~ Shape Manager s"u“o‘c',f.'“
» 103 visualization Tap 4% New KNIME Workflow Group
»["]04_Analytics » (= General ’nlni_.
»[7]05_Reporting » (= Other - - =
»["]08_Control_Structures

e assign colors assign shape create scafter

> (7107 _Seripting 1o classes. 1o clusters plot
b [*7]08_Other_Analytics Types 3
»[77]09_Enterprise
»["]10_Big_Data
»[*120_Strange_but_Educational
»[*40_partners
> [*150_Applications

N wizards: r

4 Workflow Coach 53 =0

S

i
2§

B-3-= 0

i

[
£ Node Repository = g of Outling
& scat -
v @ views =
¥y JavaSeript -
| scatter Piot B
¥ " Local (Swing) -
K Scatter Matrix (local) —
#8 Scatter Plot (local)

izing view failed: null
ing image from view failed: Error retrieving image:

Cancel

Select the New KNIME Workflow option and click on the Next button. On the next
screen, you will be asked for the desired name for the workflow and the destination folder
for saving it. Enter this information as desired and click Finish to create a new workspace.

@ tutorialspoint
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A new workspace with the given name would be added to the Workspace view as seen
here:

[ ] o KNIME Analytics Platform - /Users/drsarang 1/knime-workspace

Cir B @iwoox B § oo dh | kg *

4% KNIME Explorer 53 = 0 A o:Building A\ 2 Finding A... A 12: Topic De... @ Welcome to K... A 2. 01_Perfo. A *3: Tutorial... A &KNMEpre.. B8 = O &
FEE &% B %
B

| |4u_Fartners
» 150_Applications
» )99_Community
¥ 4 LOCAL (Local Workspace)
¥ "7]Example Worktlows
¥ [*Basic Examples
A% Building a Simple Classifier
A Data Blending
A% Simple Reporting Example
» [~ Customer Intelligence
» " Retail
P “Sacial Media
P[] TheData
A5 KNIME_project
/5 KNIME_project2
A% TutorialsPoint

£ Workflew Coach 53 B =0
£ Node Repository = [ o Owine 38 = O B console X e BB mSe= g
R scat - KNIME Cansole
ERROR Scatter Plot 3:8 Initializing view failed: null
v Q views ERROR Scatter Plot 3:8 Retrieving image from view failed: Error retrieving image

v | ys JavaScript
12 Scatter Plot

v Local (Swing)
M2 Scatter Matrix (Iocal)
292 Scatter Plot (local)

You will now add the various nodes in this workspace to create your model. Before, you
add nodes, you have to download and prepare the iris dataset for our use.

Preparing Dataset

Download the iris dataset from the UCI Machine Learning Repository site
(https://archive.ics.uci.edu/ml/datasets/iris). The downloaded iris.data file is in CSV
format. We will make some changes in it to add the column names.

Open the downloaded file in your favorite text editor and add the following line at the
beginning.

sepal length, petal length, sepal width, petal width, class

When our File Reader node reads this file, it will automatically take the above fields as
column names.

Now, you will start adding various nodes.

EIMPLYEAEYLEARNINTIEG 25
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Adding File Reader

’

Go to the Node Repository view, type “file” in the search box to locate the File
Reader node. This is seen in the screenshot below:

£ Node Repository = B8

R | file =

|+ Fixed Width File Reader
B3 List Files
¥ [ 7File Handling
¥ [i1] Binary Objects
3/ Binary Objects to Files
[, Binary Objects to PNGs
}E Binary Objects to Strings
'|->E Files to Binary Objects
J#i PNGs to Binary Objects
E-uﬁ Strings to Binary Objects
h ﬂ Remote
h Ej Connections
FETiP FTP Connection
8 4TTP Connection

HTTFP

H"EH HTTRPS Connection

.,.ﬂ... KMIME Server Connection

Select and double click the File Reader to add the node into the workspace. Alternatively,
you may use drag-n-drop feature to add the node into the workspace. After the node is
added, you will have to configure it. Right click on the node and select the Configure
menu option. You have done this in the earlier lesson.

The settings screen looks like the following after the datafile is loaded.

® 0 Dialog - 4:1 - File Reader

m Flow Variables  Memory Policy

O @ilwoo% v § oo fAR

Enter ASCII data file location: (press 'Enter’ to update preview)

4 KNIME Explorer 52 =0R /Users/drsarang 1/Downloads /iris.data < Browse... - £3: Tutorial A C4aKNMED.. 2 = O &
IR &8 v
‘—ﬂ " <
- Preserve user settings for new location ~ Rescan
»|__|40_Partners
» [*]50_Applications Basic Settings
» (549 Communitty read row IDs Column delimiter: , s Advanced...
¥ 4 LOCAL {Local Workspace)
¥ ™| Example Warkflows read column headers ignore spaces and tabs

¥ [*Basic Examples .
/b Building a Simple Classifier Java-style comments Single line comment:
A Data Blending

A\ Simple Reporting Example

» "] Customer Inteliigence Preview
> CRetail Click column header to change column properties (* = name/type user settings)
» [ Social Media
» [*]TheData Row D |[D|sepal... D] petall... D|sepal ... [D|petal ... |S|class
A KNIME_project Row0 5.1 35 1.4 0.2 Iris-setosa
£ KNIME_project? Rowl 4.9 3 1.4 0.2 Iris-setosa
A TutorialsPoint Row2 4.7 3.2 13 0.2 Iris-setosa
Row3 4.6 31 15 0.2 Iris-setosa
) Workflow Coach 58 B=n Rows 5 36 1.4 0.2 Iris-setosa
Rows 5.4 3.9 1.7 0.4 Iris-setosa = R o ==
£, Node Repository =8 Row6 4.6 3.4 14 03 Iris-setosa i =
K fie - Row?7 5 3.4 15 0.2 Iris-setosa
il RowS 4.4 2.9 1.4 0.2 Iris-setosa [ ed: ol
10 Rowd 4D 31 1s 01 i Eatoca from view failed: Error retrieving image
ML L Rowl0 5.4 3.7 15 0.2 Iris-setosa | A
[ File Reader ;
I N—— Rowll 4.8 3.4 1.6 0.2 Iris-setosa
B e Ramcer Rowl2 4.8 3 14 0.1 Irs-setosa
T Moo Rowl3 4.3 3 11 0.1 Iris-setosa
) inary Obiocis Rowl4 5.8 4 1.2 0.2 Iris-setosa
VB Gioary Oblects to Fles RowlS 5.7 4.4 1.5 0.4 Iris-setosa
$linary Onjects 10 PGS Rowl6 5.4 3.9 13 0.4 Iris-setosa
S e Rowl? 5.1 35 14 0.3 Iris-setosa
Rowl8 5.7 3.8 17 0.3 Iris-setosa
Rowl9 5.1 3.8 15 0.3 Iris-setosa
Row20 5.4 3.4 1.7 0.2 Iris-setosa
Row2l 5.1 3.7 15 0.4 Iris-setosa
oK Apply Cancel ?
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To load your dataset, click on the Browse button and select the location of your iris.data
file. The node will load the contents of the file which are displayed in the lower portion of
the configuration box. Once you are satisfied that the datafile is located properly and
loaded, click on the OK button to close the configuration dialog.

You will now add some annotation to this node. Right click on the node and select New
Workflow Annotation menu option. An annotation box would appear on the screen as
shown in the screenshot here:

Click inside the box and add the following annotation:

Reads iris.data

Click anywhere outside the box to exit the edit mode. Resize and place the box around the
node as desired. Finally, double click on the Node 1 text underneath the node to change
this string to the following:

Loads data

L@' Mtutorialspoint
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At this point, your screen would look like the following:

Reads iris.data

File Reader

ENg

| Loadsdata |

We will now add a new node for partitioning our loaded dataset into training and testing.

Adding Partitioning Node

In the Node Repository search window, type a few characters to locate the Partitioning
node, as seen in the screenshot below:

4" Node Repository = 8
EQ parti| =
¥ ‘D Manipulation
b Row

bl Transform
% Partitioning
v Yanalytics
¥ ¥ Mining
¥ Scoring
¥ X Cross Validation
¥{ %-Partitioner

v = DB
¥ Query
=T DB Partitioning

Add the node to our workspace. Set its configuration as follows:

Relative (%) : 95

Draw Randomly

L@' \tutorialspoint
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The following screenshot shows the configuration parameters.

| NON a| image6.png
O~ & | & th oD@ Ha
| JON Dialog - 0:12 - Partitioning

Flow Variables = Memory Policy

Choose size of first partition

Absolute 100

-~

© Relative[%] 95 =

") Take from top

Linear sampling

© Draw randomly

Stratified sampling

Use random seed 1,562,587,467,284

DK Apply Cancel @

Knime

Next, make the connection between the two nodes. To do so, click on the output of the
File Reader node, keep the mouse button clicked, a rubber band line would appear, drag
it to the input of Partitioning node, release the mouse button. A connection is now

established between the two nodes.

Add the annotation, change the description, position the node and annotation view as

desired. Your screen should look like the following at this stage:

| | |
Reads iris.data Partitions data for
training and testing
File Reader Partitioning
>
oo
B‘ > ¥ > >
Loads data Split data
u u

Next, we will add the k-Means node.
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Adding k-Means Node

Select the k-Means node from the repository and add it to the workspace. If you want to
refresh your knowledge on k-Means algorithm, just look up its description in the description
view of the workbench. This is shown in the screenshot below:

A Description £2 =

k-Means

This node outputs the cluster centers for a predefined number of clusters (no dynamic number of
clusters). K-means performs a crisp clustering that assigns a data vector to exactly one cluster. The
algorithm terminates when the cluster assignments do not change anymore.

The clustering algorithm uses the Euclidean distance on the selected attributes. The data is not
normalized by the node (if required, you should consider to use the "Normalizer" as a preprocessing
step).

number of clusters
The number of clusters (cluster centers) to be created.

max number of iterations

The number of iterations after which the algorithm terminates, independent of the accuracy
improvement of the cluster centers.

Enable Hilite Mapping

Incidentally, you may look up the description of different algorithms in the description
window before taking a final decision on which one to use.

Open the configuration dialog for the node. We will use the defaults for all fields as shown
here:

[ NON Dialog - 4:3 - k-Means (Perform clustering)
LOL CELR 203 Flow Variables  Memory Policy
number of clusters: 32 Q
max. number of iterations: 99 O
- Exclude - Include
Y Filter Y Filter
> |D| sepal length

|D| petal length
|D| sepal width
» |D| petal width

«

Always include all columns

Enable Hilite Mapping

oK Apply Cancel 6]
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Click OK to accept the defaults and to close the dialog.
Set the annotation and description to the following:
e Annotation: Classify clusters

e Description: Perform clustering

Connect the top output of the Partitioning node to the input of k-Means node. Reposition
your items and your screen should look like the following:

Classify clusters

Reads iris.data Partitions data for k-Means
training and testing >
> 3 »
File Reader Partitioning ||
Elg > =
oo Perform clustering
Loads data Split data

Next, we will add a Cluster Assigner node.

Adding Cluster Assigner

The Cluster Assigner assigns new data to an existing set of prototypes. It takes two
inputs - the prototype model and the datatable containing the input data. Look up the
node’s description in the description window which is depicted in the screenshot below:

Jh Description £3 =

Cluster Assigner

This node assigns new data to an existing set of prototypes, which are obtained e.g. by a k-means
clustering. Each data point is assigned to its nearest prototype.

Input Ports
0 Prototype model

1 DataTable containing the input data that will be assigned to the prototypes

Output Ports

0 Input data assigned to cluster prototypes

This node is contained in KNIME Core provided by KNIME AG, Zurich, Switzerland.

w \tutorialspoint

EIMPLYEAEYLEARNINTIEG 31



Knime

Thus, for this node you have to make two connections:

e The PMML Cluster Model output of Partitioning node — Prototypes Input of
Cluster Assigner

e Second partition output of Partitioning node — Input data of Cluster Assigner

These two connections are shown in the screenshot below:

Classify clusters

Reads iris.data Partitions data for k-Means
training and testing -
> >
File Reader Partitioning |
[ > >
o Perform clustering
Loads data Split data

Cluster Assigner
| 3} g
g

Node 4

The Cluster Assigner does not need any special configuration. Just accept the defaults.

tutorialspoint
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Now, add some annotation and description to this node. Rearrange your nodes. Your

screen should look like the following:

Reads iris.data Partitions data for
training and testing
File Reader Partitioning
>
> p OO
B’ [mmn| »
Loads data Split data

Classify clusters

k-Means

N
> X >
=

Perform clustering

Assigning clusters to data

Cluster Assigner
| m >
3 ’ L

Assign Cluster to new data

At this point, our clustering is completed. We need to visualize the output graphically. For
this, we will add a scatter plot. We will set the colors and shapes for three classes
differently in the scatter plot. Thus, we will filter the output of the k-Means node first
through the Color Manager node and then through Shape Manager node.

Adding Color Manager

Locate the Color Manager node in the repository. Add it to the workspace. Leave the
configuration to its defaults. Note that you must open the configuration dialog and hit OK
to accept the defaults. Set the description text for the node.

L@' Mtutorialspoint
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Make a connection from the output of k-Means to the input of Color Manager. Your
screen would look like the following at this stage:

Partitions data for
training and testing

Reads iris.data

File Reader Partitioning

> -z

Loads data Split data
Adding Shape Manager

Classify clusters
Color Manager

g

-
>hi= .

Assigns colors

k-Means

Perform clustering

Assigning clusters to data

Cluster Assigner
| u >
>

Assign Cluster to new data

Locate the Shape Manager in the repository and add it to the workspace. Leave its
configuration to the defaults. Like the previous one, you must open the configuration dialog
and hit OK to set defaults. Establish the connection from the output of Color Manager to
the input of Shape Manager. Set the description for the node.

Your screen should look like the following:

Partitions data for
training and testing

Reads iris.data

File Reader Partitioning
>

> » oo
3 =
Loads data Split data

Now, you will be adding the last node in

tutorialspoint
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Classify clusters
Color Manager

= g
% E :

Assigns colors

Shape Manager

o!
Assigning shape

k-Means

Perform clustering

Assigning clusters to data

Cluster Assigner

N -

Assign Cluster to new data

our model and that is the scatter plot.
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Adding Scatter Plot

Knime

Locate Scatter Plot node in the repository and add it to the workspace. Connect the
output of Shape Manager to the input of Scatter Plot. Leave the configuration to

defaults. Set the description.

Finally, add a group annotation to the recently added three nodes

Annotation: Vvisualization

Reposition the nodes as desired. Your screen should look like the following at this stage.

Reads iris.data Partitions data for

training and testing

File Reader Partitioning
>
> pom
K &
Loads data Split data

Classify clusters

Visualization
Color Manager Shape Manager

i B

g o!
Assigns colors

k-Means
L, P

—» >
e
C Assigning shape
Perform clustering

Assigning clusters to data

Cluster Assigner
> o

Assign Cluster to new data

This completes the task of model building.
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8. KNIME -Testing the Model

To test the model, execute the following menu options: Node — Execute All

If everything goes correct, the status signal at the bottom of each node would turn green.

If not, you will need to look up the Console view for the errors, fix them up and re-run
the workflow.

Now, you are ready to visualize the predicted output of the model. For this, right click the

Scatter Plot node and select the following menu options: Interactive View: Scatter
Plot

This is shown in the screenshot below:

Visualization pr—
Color Manager Shape Manager Scatter Plot
[} Configure... F6
L e i
FH Reset g |
= Edit Node Description... X F2
=0 New Workflow Annotation
Create Metanode...

Create Component...
Q Interactive View: Scatter Plot
Show Flow Variable Ports
tutorialspoint
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You would see the scatter plot on the screen as shown here:
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and y- axes. To do so, click on

the settings menu at the top right corner of the scatter plot. A popup menu would appear
as shown in the screenshot below:
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Scatter Plot
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H Chart Title:
H Chart Subtitle:

— X Column: sepal length
1 Y Column: petal length
= X Axis Label:

£ Y Axis Label:
@ Show legend

T Show selected rows only
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You can set the various parameters for the plot on this screen to visualize the data from
several aspects.

This completes our task of model building.
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9. KNIME - Summary and Future Work

KNIME provides a graphical tool for building Machine Learning models. In this tutorial, you
learned how to download and install KNIME on your machine.

Summary

You learned the various views provided in the KNIME workbench. KNIME provides several
predefined workflows for your learning. We used one such workflow to learn the capabilities
of KNIME. KNIME provides several pre-programmed nodes for reading data in various
formats, analyzing data using several ML algorithms, and finally visualizing data in many
different ways. Towards the end of the tutorial, you created your own model starting from
scratch. We used the well-known iris dataset to classify the plants using k-Means
algorithm.

You are now ready to use these techniques for your own analytics.

Future Work

If you are a developer and would like to use the KNIME components in your programming
applications, you will be glad to know that KNIME natively integrates with a wide range of
programming languages such as Java, R, Python and many more.
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